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• Likelihood

• Maximum Likelihood Estimation

• Application
• Univariate Gaussian Mean

• Univariate Poisson Mean

• C. Pop et al., Causal signals between codon bias, mRNA structure, and 
the efficiency of translation and elongation, Molecular systems 
biology, 2014 

• N. Loman et al., A complete bacterial genome assembled de novo 
using only nanopore sequencing data, BioRxiv, 2015

• Summary
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Likelihood

• Probability of the data that you observed 
given the hypothesis

𝑃 𝐷 𝐻 ≡ 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑
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Maximum Likelihood Estimation

• Estimate parameters that maximize the 
likelihood

• Choose a hypothesis that gives you the 
highest probability that you observed the data

• Infer under what model you can get the data 
that you observed 

𝐻𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 𝐻
θ𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 θ
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Univariate Gaussian Mean

• Settings

– 𝑥~𝑁(𝜃, 𝜎2)

– 𝑃 𝑥 𝜃 =
1

2𝜋𝜎2
exp(−

(𝑥−𝜃)2

2𝜎2
)

• Under what mean θ do we have the highest probability? 

𝑃 𝐷 𝜃1
𝑃(𝐷|𝜃2)
𝑃(𝐷|𝜃3)
⋮

θ𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 𝜃𝑛
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Univariate Gaussian Mean

• Settings

– 𝑥~𝑁(𝜃, 𝜎2)

– 𝑃 𝑥 𝜃 =
1

2𝜋𝜎2
exp(−

(𝑥−𝜃)2

2𝜎2
)

• Under what mean θ do we have 
the highest probability? 

𝑃 𝐷 𝜃1
𝑃(𝐷|𝜃2)
⋮

𝑃(𝐷|𝜃1)

θ𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 𝜃𝑛
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• Settings

–

– 𝑃 𝑥 𝜃 =
1

2𝜋𝜎2
exp(−

(𝑥−𝜃)2

2𝜎2
)

• Under what mean θ do we have the 
highest probability? 
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Univariate Gaussian Mean

• Optimization

– Derivation 

– Log likelihood
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Univariate Gaussian Mean

• Optimization
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Univariate Gaussian Mean

• Optimization
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Univariate Gaussian Mean

• Optimization
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Univariate Poisson Mean

• Settings

– 𝑥~𝑃𝑜𝑖𝑠𝑠(𝜆)

– 𝑃 𝑥 𝜆 =
𝑒−𝜆𝜆−𝑥

𝑥!

• Under what mean θ do we have the highest probability? 

𝑃 𝐷 𝜆1
𝑃(𝐷|𝜆2)
𝑃(𝐷|𝜆3)
⋮

𝜆𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 𝜆𝑛
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Univariate Poisson Mean

• Settings

– 𝑥~𝑃𝑜𝑖𝑠𝑠(𝜆)

– 𝑃 𝑥 𝜆 =
𝑒−𝜆𝜆𝑥

𝑥!

• Under what mean θ do we have 
the highest probability? 

𝑃 𝐷 𝜆1
𝑃(𝐷|𝜆2)
𝑃(𝐷|𝜆3)
⋮

𝜆𝑀𝐿𝐸 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝐷 𝜆𝑛
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• Settings

– 𝑥1, 𝑥2, ⋯ 𝑥𝑛~𝑃𝑜𝑖𝑠𝑠(𝜆)

– 𝑃 𝑥 𝜆 =
𝑒−𝜆𝜆𝑥

𝑥!

• Under what mean θ do we have the 
highest probability? 
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Univariate Poisson Mean
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• Optimization

– Derivation 

– Log likelihood
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Univariate Poisson Mean

14

• Optimization
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Univariate Poisson Mean
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• Optimization
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C. Pop, …, Daphne Koller

Causal signals between codon bias, mRNA structure, and the efficiency 

of translation and elongation

Molecular systems biology, 2014

• Translation Model
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C. Pop, …, Daphne Koller

Causal signals between codon bias, mRNA structure, and the efficiency 

of translation and elongation

Molecular systems biology, 2014

• Notation
– 𝑑𝑚𝑘 : the observed footprint count at position k in mRNA message m
– 𝜋𝑚𝑘 : the fraction of ribosomes at (m,k)
– 𝜇𝑚𝑘 : the dwell time at (m,k)
– 𝐽𝑚𝑘 : the rate/flow at (m,k)

proportional to 
𝜋𝑚𝑘

𝜇𝑚𝑘
≈
𝑑𝑚𝑘

𝜇𝑚𝑘
– 𝐽𝑚 : the protein synthesis rate for message m

(ribosome flow out of stop codon)

 
 𝑘 𝑖𝑛𝑚

𝑑𝑚𝑘
𝜇𝑚𝑘
𝐿𝑚

– 𝐽𝑚𝑘=𝐽𝑚 (by flow conservation constraints) 
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C. Pop, …, Daphne Koller

Causal signals between codon bias, mRNA structure, and the efficiency 

of translation and elongation

Molecular systems biology, 2014

𝑥~𝑃𝑜𝑖𝑠𝑠(𝜆)

𝑃 𝑥 𝜆 =
𝑒−𝜆𝜆𝑥

𝑥!

18

𝑃 𝐷 𝐻
= 𝑃 𝑥1, 𝑥2, … , 𝑥𝑛 𝜆

= 

𝑚

𝑃 𝑥𝑚 𝜆

= 

𝑚

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐 𝑥

𝑥!

= 

𝑚

 

𝑘

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐 𝜇𝑚𝑘

𝜇𝑚𝑘!

arg max
𝜇𝑚
𝑐 ,𝜇𝑐
log 

𝑚

 

𝑘

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐 𝜇𝑚𝑘

𝜇𝑚𝑘!

arg max
𝜇𝑚
𝑐 ,𝜇𝑐
log 

𝑚

 

𝑘

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐
 

𝑑𝑚𝑘
𝐽𝑚
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C. Pop, …, Daphne Koller

Causal signals between codon bias, mRNA structure, and the efficiency 

of translation and elongation

Molecular systems biology, 2014
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arg max
𝜇𝑚
𝑐 ,𝜇𝑐
log 

𝑚

 

𝑘

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐
 

𝑑𝑚𝑘
𝐽𝑚 − 𝑝𝑒𝑛𝑎𝑙𝑡𝑦

arg max
𝜇𝑚
𝑐 ,𝜇𝑐
log 

𝑚

 

𝑘

𝑒−𝜇𝑚
𝑐
𝜇𝑚
𝑐
 

𝑑𝑚𝑘
𝐽𝑚 − 

𝑚,𝑐

𝑤𝑚
𝑓
(log 𝜇𝑚

𝑐 − log 𝜇𝑐 )

Optimization 
- Convex optimization

- Coordinate decent  by iterating through codons c and learning 
𝜇𝑚
𝑐 , 𝜇𝑐

- L-BFGS (matlab wrapper)



Stony Brook University                                                                                          Dept. of Computer Science

Simons Center for Quantitative Biology

N. Loman, … J. Simpson 

A complete bacterial genome assembled de novo using only nanopore

sequencing data, 

BioRxiv, 2015 
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Reliable corrected reads

Assembly G
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N. Loman, … J. Simpson 

A complete bacterial genome assembled de novo using only nanopore

sequencing data, 

BioRxiv, 2015 
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Electric 
current 
signal 

information

sequence

𝐺𝑀𝐿𝐸 = 𝑎𝑟𝑔max
𝐺
𝑃(𝑠𝑖𝑔𝑛𝑎𝑙|𝐺)
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N. Loman, … J. Simpson 

A complete bacterial genome assembled de novo using only nanopore

sequencing data, 

BioRxiv, 2015 
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𝑆𝑖−1

𝑒𝑖−1

P 𝜋, 𝑒1, 𝑒2, … , 𝑒𝑛 𝑆, Θ = 

𝑖=1

𝑛

P 𝑒𝑖 𝜋𝑖 , 𝜇𝑠𝑖 , 𝜎𝑠𝑖 P 𝜋𝑖 𝜋𝑖−1, 𝑆

𝑆𝑖

𝑒𝑖

𝑆𝑖+1

𝑒𝑖+1

To handle split event, and skip event
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N. Loman, … J. Simpson 

A complete bacterial genome assembled de novo using only nanopore

sequencing data, 

BioRxiv, 2015 
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• Optimization

– Block replacement algorithm

• Sample alternative substring from the reads

– Mutation algorithm (inspired by Quiver)

• Generates all strings within given edit distance
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Summary

• MLE is everywhere

• D    H    L

• max P()

• max log P()

• argmax log P()

• Optimization is the key

• Good for inference, not good for prediction
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